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Abstract — ATES Contribution to the Housing Energy Balance: a Simple Assessment Methodology —

The reduction of Green-House Gas Emissions (GHGE) goes through a sum of solutions that need to be tuned to the local context in terms of energy needs and resources, and also to the demand and offer variations with time. The housing heat consumption is particularly concerned as it is seasonal and rarely in phase with the deliverability of alternative or renewable energy sources.

This paper studies heat storage in saline untapped aquifers as a solution to overcome the time lag between production and consumption. This process applies to heat networks that supply dense housing complexes.

Firstly, a methodology is described to size an Aquifer Thermal Energy Storage (ATES) project as a function of the heat production and consumption characteristics on the one hand, and of the recovery factor of the stored heat on the other hand. The major role played by this recovery factor leads to a review of thermal losses of various origins and to a sensitivity study of influent reservoir parameters such as the aquifer thickness, productivity and heterogeneity, for the purpose of aquifer selection and storage project management.
INTRODUCTION — PROBLEM STATEMENT

In France, the residential and tertiary sector contributed in 2006 for 44% of the total energy used by all sectors and for 24% of total CO₂ emissions (2007 key data from the ADEME, the French Agency for the Environment and the Energy Management). In addition, the heat consumption is seasonal and rarely in phase with the deliverability of heat sources, in particular renewable ones. For instance, the fatal energy produced by industrial installations running from year’s end to year’s end does not find any use during summer, whereas heat consumption peaks often need resorting to fossil energy sources during winter. This problem is emphasized for a solar source, with a production completely out of phase with respect to needs. It may also constitute an opportunity to revitalize or extend geothermal projects.

This paper addresses the calorific needs of fairly-large cities equipped with heat networks. These heat networks can be fed by various energy sources, most often fossil or biomass combustibles, a geothermal resource if available, or heat from incineration plants. Waste heat from industries and fields of solar thermal panels may also be considered as other renewable heat sources. The power need for heat networks is commonly in the order of a few tens MW, corresponding to the housing needs of several thousands families. But this power need is subject to considerable changes over the seasons and may be four to five-fold higher during the winter period than during the summer period, depending on the latitude and climate.

Seasonal heat storage has long been tested and applied to satisfy winter calorific needs from summer excess heat. Aquifer Thermal Energy Storage (ATES), a process whereby aquifer water is used as the storage medium, has remained a prevailing storage technique since the seventies and eighties, although artificial reservoirs at surface (Schmidt et al., 2003) and conduction-based Borehole Heat Exchangers (Busso et al., 2003) were also developed later on. Reported ATES projects are quite numerous (Dickinson et al., 2009; Lau et al., 1986; Miller, 1986; Molz and Warman, 1978; Saugy, 1990; among many others) but generally concern aquifers that rarely exceed one or a few hundred meters in depth. Some of them combine the storage of warm water and chilled water for both heating and cooling purposes (Dickinson et al., 2009). Only a few of them will be discussed later on, in reference with the specific context addressed in this paper.

Actually, most reported applications concern rather small-scale projects whereas herein, we focus on heat storages that can deliver a high heat power, in the ten-MW range, over a cold season period. Aquifer Thermal Energy Storage in deep saline aquifers is considered for two reasons that are the volume of water to be stored, and because regulations regarding the exploitation of shallow fresh water aquifers for other uses than fresh water consumption tend to become very restrictive. The counterpart however is a much higher capital expenditure linked to deeper wells, and the obvious necessity to re-inject the produced brine. That is, a doublet technique has to be implemented as for most geothermal applications. The implementation is however made more complicated in the case of an ATES application than in the case of conventional geothermics, because the two wells have to inject or produce depending on the considered season. The aquifer management procedure illustrated in Figure 1 (Ungerer and Le Bel, 2006) is as follows. During the mild season, the reservoir brine is pumped at a given reservoir location and heated by the source via an exchanger, then re-injected into the same reservoir but at another distant location in order to constitute a “hot” bubble. That fluid circulation between the two wells is reversed during the cold season. The hot water is then produced in order to deliver its calorific energy to the heat network via an exchanger, and the cooled water resulting from that exchange is re-injected via the other well, thus constituting a “cold” bubble in the reservoir. The two previous steps constitute the basic annual storage cycle.

Figure 1

From Ungerer and Le Bel, Revue des Ingénieurs des Mines 423, Nov.-Déc. 2006. Illustration of the doublet technique: the annual heat storage cycle is shown in permanent regime, i.e. once thermal bubbles have been constituted.
Some aspects of ATES history need to be recalled for our application purpose. Indeed, although heat storage in aquifers has very early been considered as a valuable solution for saving energy (Kazmann, 1978; Molz and Raymond, 1984), the ATES concept did not really break through as an energy storage solution, partly because of the unfavourable conditions for energy saving solutions that prevailed during the post-crisis period of the eighties-nineties, and partly also because of the failure of a few pilot operations carried out under inadequate (Cormary et al., 1978) or too-severe (Housse and Despois, 1985) conditions. The pilot experiment reported by Cormary et al. (1978) concerned a near-surface aquifer, only 3 to 10 m deep, from which only 30% of the stored heat was recovered because of the absence of confinement and hydraulic gradients leading to high losses. The project reported by Housse and Despois (1985) failed because it involved the storage of a high-temperature fluid, at 180°C, which led to troublesome deposits (salt precipitation) and to technological failures of well equipment.

Despite these failures, heat storage seems to have regained some interest in the recent years for obvious incentives of energy saving and management in conjunction with environmental concerns. Germany implemented various heat storage solutions (Schmidt et al., 2003), including both artificial storage and geological storage. Regarding the aquifer storage solution, two ATES projects (Kabus et al., 2005; Sanner et al., 2005) require particular mention as they tend to provide a renewed confidence in that technique.

The first one (Kabus et al., 2005) is actually the sole reported ATES project involving a fairly-deep aquifer, i.e. at a depth of 1200-1300 m. The project consists in storing the excess heat produced by a gas and steam cogeneration plant in summer in a low-temperature (53-55°C) geothermal aquifer that is feeding a district heat network having a load of 12 MW. Incentives for such a project were the excess of heat produced from the plant during summer, as well as the low temperature of the geothermal water that required the installation of heat pumps. Two doublets were implemented. A sophisticated well equipment, with fiber-glass riser and casing, was designed to face aggressive fluid conditions. Alternated injection and production were ensured through the use of a submersible pump, water being produced via the pump riser and injected through the annular space. A heat recovery of 88 000 MWh out the 120 000 stored MWh is reported, i.e. a recovery efficiency of 73%.

The second project (Sanner et al., 2005) is still more sophisticated as it involves Underground Thermal Energy Storage into two distinct aquifers at fairly-low depths, 60 and 320 m. The shallower one stores cold water during winter for cooling purposes in the following summer. The deeper one stores waste heat from an electric power generation plant during summer for heating purposes during winter. Absorption heat pumps are also components of the whole system to supplement cooling or heating requirements if necessary. Simulated retrieved-to-stored recovery ratios equal 93% and 77% respectively for the cold aquifer and for the warm one.

These two recent projects look attractive in terms of energy recovery efficiency and justify reconsidering the feasibility of the ATES concept with the help of recent technological advances. Energy supply and environmental concerns are obviously the other incentives for the present study.

The methodology starts with a quantification of seasonal storage requirement on the basis of a preliminary characterization of heat consumption and production profiles.

1 SEASONAL HEAT STORAGE REQUIREMENT

The assessment of heat storage needs goes through the confrontation of heat consumption and production profiles over a year cycle.

1.1 Characterization of Heat Consumption

We consider typical housing calorific energy needs as shown by the consumption profile of Figure 2, drawn from the methodological monitoring guide of combined solar systems (Letz, 2004) found on INES website http://www.ines-solaire.com/. The heat network demand for a few thousandths of dwellings of a urban area would obviously follow the same trend.

The seasonal variations in energy needs can be characterized by a criterion, named the heat Consumption Seasonality Factor, denoted CSF, and defined as follows.

Considering the year-averaged power consumption equal to \( \bar{C} \), the durations of the “winter” and “summer” periods, respectively \( \Delta t_w \) and \( \Delta t_s \), are firstly defined as the time durations over which the power need is higher (resp. lower) than \( \bar{C} \), that is:

\[ C(t) > \bar{C} \quad \text{over the "winter" period of time } \Delta t_w, \text{ with } C_w \text{ the average power need over that period} \]

\[ C(t) < \bar{C} \quad \text{over the "summer" period of time } \Delta t_s, \text{ with } C_s \text{ the average power need over that period} \]

From the above definitions, it follows that:

\[ \int_{\Delta t_w} (C(t) - \bar{C}) dt = \int_{\Delta t_s} (\bar{C} - C(t)) dt \]

or, using season-averaged values of consumption:

\[ (C_w - \bar{C}) \Delta t_w = (\bar{C} - C_s) \Delta t_s \]
The consumption seasonality factor is then defined with respect to the yearly-averaged power need as the ratio between the additional energy required during the “winter” period and the total yearly consumption, or reversely as the ratio between the excess energy available for other purposes during the “summer” period and the total yearly consumption, that is:

\[ CSF = \frac{\int (C(t) - \bar{C}) dt}{\int C(t) dt} = \frac{\int (\bar{C} - C(t)) dt}{\int C(t) dt} \]

or

\[ CSF = \frac{(C_w - \bar{C}) \Delta t_w}{C(\Delta t_w + \Delta t_s)} = \frac{(\bar{C} - C_s) \Delta t_s}{C(\Delta t_w + \Delta t_s)} \]

For the consumption profile shown in Figure 2, the “winter” and “summer” periods are both equal to 6 months, and \( C, C_w \) and \( C_s \) are respectively equal to 2.3, 3.6 and 1.0 kW.

CSF then equals 28%, meaning that 28% of the total consumed energy should be stored in “summer” and entirely-recovered in “winter” if all that energy were supplied by a constant-flux energy source.

CSF is a useful criterion for characterizing the seasonality of energy needs independently of the energy source characteristics.

CSF is theoretically comprised between:

- 0 if the energy consumption is constant all during the year (\( C = C_w = C_s \)), i.e. if there are no seasonal contrasts; and,
- 1 if all the energy is consumed during an “instantaneous” intense winter period (\( C_s = 0 \) and \( \Delta t_s << \Delta t_w \)).

Actually, a significant energy need, \( C_s \), remains latent during summer, for sanitary hot water supply. CSF should hardly exceed 0.5, a value corresponding to equal “winter” and “summer” periods and no energy consumption in summer.

1.2 Characterization of Heat Production

Electricity and combustion of fossil sources, whether coal, oil or natural gas, still constitute energy supply solutions to meet temporary consumption peaks of the heat demand. They are not considered herein as the present trend is toward the use of alternative CO₂-free and/or energy-efficient sources.

Among such alternative sources, waste heat sources, including urban incineration plants and energy-intensive plants, are prone to a valorisation through medium-to-large heat networks because that heat is produced massively and locally. Most sectors of the raw materials industry are concerned, such as the iron and steel industry, cement, glass, paper and raw chemicals factories. The waste heat from these industrial sources is most always produced on a constant-power basis independently of the housing energy consumption market. That is, a complete valorisation of Waste Heat calls for storage solutions if a heat market exists in the close neighbourhood of such sources. To that respect, the heat produced from household waste combustion has a specific advantage in the sense that the amount of available energy from waste combustion is in proportion to the city population and therefore also proportional to the heat requests for given housing conditions in terms of thermal insulation, waste production and recycling.

Renewable energy sources are also considered to satisfy the housing calorific energy needs. Both geothermal energy and solar energy are concerned. Geothermal energy is particularly well suited to meet seasonal housing demand because of its flexibility. On the contrary, solar energy plants probably constitute sources that are mostly out of phase with respect to heating needs. A typical solar thermal power production profile is shown in Figure 2 for a European location, Zürich, Switzerland (from INES website data base).

Similarly to the consumption seasonality factor (CSF), one can define another indicator, denoted as the production seasonality factor, PSF, and formulated as:

\[ PSF = \frac{\int (P(t) - \bar{P}) dt}{\int P(t) dt} = \frac{\int (\bar{P} - P(t)) dt}{\int P(t) dt} \]

or

\[ PSF = \frac{(P_s - \bar{P}) \Delta t_s}{\bar{P}(\Delta t_w + \Delta t_s)} = \frac{(\bar{P} - P_w) \Delta t_w}{\bar{P}(\Delta t_w + \Delta t_s)} \]

with \( \bar{P} \) as the average yearly power delivered by the heat source, \( P_s (P_w) \) the average power delivered during the summer (winter) period defined similarly as above (i.e. the periods of time over which \( P(t) \) is respectively higher (lower) than \( \bar{P} \)) and \( \Delta t_s (\Delta t_w) \) the duration of the summer (winter) period, assuming summer is the period of highest production as for a solar source. PSF characterizes the seasonality of the heat production and represents the fraction of the yearly-produced power to be stored in “summer” and entirely-recovered in “winter” in order to meet a constant power need, \( \bar{C} \), equal to the year-averaged power production, \( \bar{P} \).

For the solar production profile shown in Figure 2, corresponding to the irradiation observed in Zürich, the “winter” and “summer” periods are again close to 6 months. \( P_w \) and \( P_s \) are respectively equal to 1.5 and 3.1 kW if one refers to an average yearly power production that is exactly equal to the average heat need (2.3 kW) of a dwelling-house.

PSF is then equal to 18%, meaning that the energy to be stored in “summer” and entirely-recovered in “winter” to feed a constant-flux demand represents 18% of the total produced energy over a year.

Alike CSF, PSF characterizes the seasonality of energy production independently of the energy demand.
1.3 Theoretical Seasonal Heat Storage Requirement

The need for a seasonal heat storage depends on both the anti-coincidence in time between the heat demand and the energy availability, and the magnitude of consumption and/or production fluctuations.

Considering heat consumption and production profiles of Figure 2, the need for heat storage can be quantified as follows. First, these consumption and production profiles are scaled with respect to one another in order that the respective year-averaged values of consumed and produced powers are equal. Either the consumption profile or the production profile is scaled, whether respectively the heat source or the heat market is fixed. A scaling of the heat production profile was adopted in Figure 2, with the average monthly consumption of a house taken as the power reference.

The Difference, \( PCD(t) \), between the Production profile \( P(t) \) and the Consumption profile \( C(t) \), quantifies the need for energy storage to satisfy exact equilibrium between consumption and production over a yearly cycle (Fig. 3). That representation directly shows the period of time over which the energy produced in excess of consumption should be stored and the complementary cold period over which that energy should be recovered to satisfy consumption, that is:

- storage when \( PCD(t) > 0 \),
- recovery of the stored energy when \( PCD(t) < 0 \),

with the amount of energy to be stored then recovered equal to:

\[
\int_{t\mid PCD(t)>0} PCD(t) \, dt - \int_{t\mid PCD(t)<0} PCD(t) \, dt
\]

One must mention that, due to short-periodicity climate fluctuations, the uniqueness of the time values, for which the sign of \( PCD \) changes from positive to negative (and from negative to positive), is obtained for a sufficiently-coarse time discretization as for the monthly representation considered above, but not for a fine discretization, such as daily records for instance.

A heat STOrage Requirement indicator, \( STOR \), can then be defined as the ratio between the heat to be stored during the low-consumption season and the total yearly heat consumption, that is:

\[
STOR = \frac{\int_{t\mid PCD(t)>0} PCD(t) \, dt}{\int_{year} C(t) \, dt}
\]

In the case of a constant-flux heat source, \( STOR \) is obviously equal to the consumption seasonality factor, \( CSF \).

In the case of a variable-flux heat source, typically a solar source, the value of the heat storage indicator depends on how far the consumption and the production are out of phase. For a solar source, production and consumption are most often nearly in anti-coïncidence (Fig. 2), hence the storage requirement indicator is close to the sum of production and consumption seasonality factors, that is \( STOR \approx PSF + CSF \). In the general case, one can write:

\[
0 \leq STOR \leq PSF + CSF
\]

- \( STOR = 0 \) for a source in coincidence with consumption,
- \( STOR = CSF \) for a constant-flux source,
- \( STOR = PSF + CSF \) for a variable-flux source in anti-coïncidence with consumption.

\( CSF \), \( PSF \) and \( STOR \) values for the consumption-production profiles shown in Figure 2 are summarized in Table 1 below. As expected for a solar source, \( STOR \) is very close to the sum of \( CSF \) and \( PSF \), i.e. solar production and heat consumption are completely out of phase.
2 SIZING A HEAT STORAGE PROJECT – SENSITIVITY TO THE HEAT RECOVERY EFFICIENCY AND TO THE PRODUCTION/CONSUMPTION CHARACTERISTICS

For a theoretical 100%-efficient heat store, all the stored heat is recovered during the high-consumption period, that is, such a store satisfies the following energy balance equation:

\[ \int_{t \mid P(t) < C(t)} P(t) \, dt - \int_{t \mid P(t) > C(t)} P(t) \, dt = 0 \]  

(4)

For an actual heat store, only a fraction, \( R \), of the stored heat is recovered because of the heat losses occurring during the storage and recovery operations. We define the heat recovery efficiency, \( R \), on a yearly-cycle basis, as the fraction of the stored heat amount that is recovered from the ATES and actually delivered to the heat network. \( R \) accounts for all heat losses, taking place essentially within the aquifer and during fluid transport to or from the aquifer store during loading and unloading steps.

In order to satisfy a given consumption need, the source has to be oversized to compensate for these losses. We then define \( \alpha \) as the factor or ratio of source over-sizing with respect to the average consumption power in order to satisfy the following balance between the recovered heat from the ATES and the winter heat needs:

\[ R \int_{t \mid \alpha P(t) > C(t)} (\alpha P(t) - C(t)) \, dt = \int_{t \mid \alpha P(t) < C(t)} (C(t) - \alpha P(t)) \, dt \]  

(5)

Conversely, if the calorific production is fixed and cannot be adjusted to the demand, as is the case for most industrial waste heat sources, then a reduction factor \((1/\alpha)\) is applied to the consumed power:

\[ R \int_{t \mid P(t) > C(t)} \left(1 - \frac{C(t)}{\alpha} \right) P(t) \, dt = \int_{t \mid P(t) < C(t)} \left(1 - \frac{C(t)}{\alpha} \right) P(t) \, dt \]

The former situation involving a flexible production is assumed in the following.

For a given value of the recovery factor \( R \), the oversizing factor \( \alpha \) satisfies the following equation:

\[ \alpha = \frac{\int_{t \mid \alpha P(t) < C(t)} C(t) \, dt + R \int_{t \mid \alpha P(t) > C(t)} C(t) \, dt}{\int_{t \mid \alpha P(t) < C(t)} P(t) \, dt + R \int_{t \mid \alpha P(t) > C(t)} P(t) \, dt} \]  

(6)

An iterative solving procedure is required to determine \( \alpha \) because the integration intervals are functions of that unknown.

For an approximate analysis of the recovery impact on \( \alpha \), we will assume fixed storage and recovery periods, denoted again as \( \Delta t_s \) and \( \Delta t_w \) for “summer” and “winter”. Under such conditions of fixed storage and recovery periods, we can simply formulate the over-sizing factor as:

\[ \alpha = \frac{C_w \Delta t_s + RC_s \Delta t_s}{P_s \Delta t_w + RP_s \Delta t_s} \]  

(7)

with \( C_w \), \( P_w \) and \( C_s \), \( P_s \) being respectively the average consumed and produced powers during the “winter” (recovery) and “summer” (storage) periods. These power values are drawn from the actual consumption and production profiles scaled with respect to one another.

The evolution of \( \alpha \) for various recovery factor values is given in Figure 4 for a constant-flux source and for the solar variable-flux source described before (Fig. 2), and loading/unloading periods of 6 months each.

Note that in practice, heat storage and recovery would actually be performed over the periods of time when consumption is significantly low or high, i.e. over nearly-invariable periods of time, generally not exceeding 4 or 5 months. For instance, the period of heat recovery from the store may be limited to the months over which the Consumption-Production Difference, \( CPD \), is at least equal to half the maximum monthly \( CPD \) value, which leads to a “winter” period of 4 months from November to February in the example under consideration in this paper. Reversely, the period of heat storage may be limited to the period over which the Production-Consumption Difference, \( CPD \), exceeds half of the maximum monthly \( CPD \), which leads to a “summer” period of 5 months from May to September in the studied example. Above definition for \( \alpha \) still stands provided that inactivity periods are excluded, however, a small energy amount is then either lost or missing during the intermediate periods separating the cold and hot seasons.

Figure 4 shows that for a seasonal storage recovery efficiency of 50%, the annual production from a constant–flux source must be nearly 20% more than the effective annual heat consumption in order to meet that heat consumption all through the year. Assuming the same recovery efficiency, a solar source must be oversized by 36% with respect to the heat consumption because of the higher contribution of the ATES to the heat supply in that case.
As expected, the heat source over-sizing factor, \( \alpha \), is all the larger as the recovery factor is low. Moreover, \( \alpha \) does not vary linearly with \( R \) but increases all the faster as the recovery gets lower.

That observation clearly underlines the determinant role played by the recovery efficiency in a heat storage project. Moreover, the previous analysis assumes that other consumption constraints remain satisfied, in particular the minimum delivered temperature, which cannot be lower than a certain limit (around 60°C) for sanitary reasons. Such a constraint may actually not be satisfied for a low-efficiency ATES and may then require either the use of an additional heat source to raise the fluid temperature at the heat network entry point, or a higher temperature of the stored fluid assuming that the heat source can deliver such a temperature.

For the purpose of pre-designing an ATES project, a general relationship is proposed hereafter to determine \( \alpha \) as a function of the consumption and production indicators and of the estimated value of the recovery efficiency.

**General relationship between \( \alpha \) and the production and consumption characteristics, and the storage recovery efficiency \( R \).**

If production and consumption are assumed in anti-coincidence (including the constant-flux source case), then the over-sizing factor, \( \alpha \) that is the ratio \( \frac{\overline{P}}{\overline{C}} \) between the year-averaged power of the source and the year-averaged consumption power, can be expressed as a function of the above-defined production and consumption indicators, \( PSF \) and \( CSF \), the storage recovery efficiency, \( R \), and the relative duration of the unloading period, \( \beta = \frac{\Delta t_u}{(\Delta t_u + \Delta t_s)} \). For a full-year storage activity duration \( (\Delta t_u + \Delta t_s = 12 \) months), the following relationship can be established:

\[
\alpha = 1 + (PSF + CSF) \frac{1 - R}{\beta + R(1 - \beta) - PSF(1 - R)}
\]  

Figure 4

Required oversizing of the heat source to compensate the limited heat recovery from the store, for the heat production-consumption data shown in Figures 2 and 4 for a full-year heat storage activity (storage and recovery periods of 6 months).

This equation is derived from Equation (7) where the produced and consumed powers, \( P_w, P_s \), and \( C_w, C_s \) are replaced by their respective expressions as a function of \( \overline{P}, PSF, \beta \) and \( \overline{C}, CSF, \beta \). For given consumption and production characteristics, \( CSF \) and \( PSF \), a given relative duration of the unloading period \( \beta \), and a given heat recovery efficiency, \( R \), one can then directly determine the average production power, \( \alpha \overline{C} \), that is required to satisfy the average yearly consumption power, \( \overline{C} \). Table 2 gives examples of the use of such a formula for equal durations (6 months) of the loading and unloading periods. The source oversizing factor, \( \alpha \), is determined as a function of \( CSF \), of \( PSF \) taken equal to either 0 (constant-flux source) or \( CSF \), and of the heat recovery efficiency. Figure 5 illustrates these results.

Considering a consumption profile characterized by a seasonality factor, \( CSF \), equal to 0.3, Table 2 indicates that the power of a constant-flux source should be 20\% larger than the yearly average consumption power (\( \alpha = 1.2 \)), if heat is stored during “summer” and recovered during the cold season with a recovery efficiency equal to 50\%. But in the case of a solar source characterized by the same seasonality factor of 0.3, the yearly-produced heat amount has to be 50\% larger than the consumed heat amount (\( \alpha = 1.5 \)) to meet that demand all through the year.

Figure 5 illustrates again the impact of the heat recovery efficiency, with a non-linearity that is emphasized when a high contribution of the heat storage to the overall energy supply is required, that is for a high seasonality of the demand and/or the energy source. These charts are only aimed at providing an order of magnitude of required power values when pre-designing an ATES project.

We will now focus on the factors influencing the performance of a heat storage.

In order to assess the technical and economical feasibility of an ATES, the different reasons for heat losses are reviewed and discussed hereafter, using consumption-production characteristics detailed before.

### 3 FACTORS INFLUENCING THE RECOVERY EFFICIENCY OF AN AQUIFER HEAT STORE

The recovery from the heat store depends on the size and surface/volume ratio of the thermal bubble set in place in the aquifer. The surface/volume ratio is determined by the aquifer thickness and porosity for a given stored volume, and
conversely. For that reason, before discussing the effect of heat transfer mechanisms and parameters, we need to specify the order of magnitude of heat store size.

### 3.1 Typical Aquifer Store Size for Urban Heat Networks

In fairly-large cities, typical heat network powers lie in the 10-100 MW range. We will consider for instance a heat market of 10 000 families living in conventional housings. The annual heat consumption per housing (100 m² each) is the one of 10 000 families living in conventional housings. The 100 MW range. We will consider for instance a heat market in fairly-large cities, typical heat network powers lie in the 10-

One can keep in mind the following orders of magnitude for stored water volume and nominal (maximum) volumetric transfer rate per 10-MW of heat power:

- a stored brine volume, \( V_{\text{inj}} \), in the order of 1 million cubic meters,
- a nominal volumetric transfer rate of around 300 cubic meters per hour.

The following discussions regarding heat losses and thermal efficiency of the store are based on such orders of magnitude.

For a total net thickness of porous and permeable layers equal to \( H \) and an average porosity equal to \( \phi \), one can estimate the hydraulic radius of the stored water cylindrical bubble as:

\[
R_h = \sqrt{\frac{V_{\text{inj}}}{\phi \cdot \pi H}}
\]

### TABLE 2

Values of the source over-sizing factor, \( \alpha \), as a function of the consumption seasonality factor, of the production seasonality factor (assumed either nil or equal to CSF) and the heat storage recovery efficiency (with \( \beta = 0.5 \))

<table>
<thead>
<tr>
<th>Constant source power</th>
<th>( R ) (PSF = 0)</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
<th>0.35</th>
<th>0.4</th>
<th>0.45</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.082</td>
<td>1.164</td>
<td>1.245</td>
<td>1.327</td>
<td>1.409</td>
<td>1.491</td>
<td>1.573</td>
<td>1.655</td>
<td>1.736</td>
<td>1.818</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>1.067</td>
<td>1.133</td>
<td>1.200</td>
<td>1.267</td>
<td>1.333</td>
<td>1.400</td>
<td>1.467</td>
<td>1.533</td>
<td>1.600</td>
<td>1.667</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.060</td>
<td>1.120</td>
<td>1.180</td>
<td>1.230</td>
<td>1.300</td>
<td>1.360</td>
<td>1.420</td>
<td>1.480</td>
<td>1.540</td>
<td>1.600</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>1.054</td>
<td>1.108</td>
<td>1.162</td>
<td>1.215</td>
<td>1.269</td>
<td>1.323</td>
<td>1.377</td>
<td>1.431</td>
<td>1.485</td>
<td>1.538</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1.043</td>
<td>1.086</td>
<td>1.129</td>
<td>1.171</td>
<td>1.214</td>
<td>1.257</td>
<td>1.300</td>
<td>1.343</td>
<td>1.380</td>
<td>1.429</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.033</td>
<td>1.067</td>
<td>1.100</td>
<td>1.133</td>
<td>1.167</td>
<td>1.200</td>
<td>1.233</td>
<td>1.267</td>
<td>1.300</td>
<td>1.333</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.025</td>
<td>1.050</td>
<td>1.075</td>
<td>1.100</td>
<td>1.125</td>
<td>1.150</td>
<td>1.175</td>
<td>1.200</td>
<td>1.225</td>
<td>1.250</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>1.018</td>
<td>1.035</td>
<td>1.053</td>
<td>1.071</td>
<td>1.088</td>
<td>1.106</td>
<td>1.124</td>
<td>1.144</td>
<td>1.159</td>
<td>1.176</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>1.014</td>
<td>1.029</td>
<td>1.043</td>
<td>1.057</td>
<td>1.071</td>
<td>1.086</td>
<td>1.100</td>
<td>1.114</td>
<td>1.129</td>
<td>1.143</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.011</td>
<td>1.022</td>
<td>1.033</td>
<td>1.044</td>
<td>1.056</td>
<td>1.067</td>
<td>1.078</td>
<td>1.098</td>
<td>1.100</td>
<td>1.111</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>1.005</td>
<td>1.011</td>
<td>1.016</td>
<td>1.021</td>
<td>1.026</td>
<td>1.032</td>
<td>1.037</td>
<td>1.042</td>
<td>1.047</td>
<td>1.053</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solar source in anticoincidence</th>
<th>( R ) (CSF = PSF)</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
<th>0.35</th>
<th>0.4</th>
<th>0.45</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.178</td>
<td>1.391</td>
<td>1.651</td>
<td>1.973</td>
<td>2.385</td>
<td>2.929</td>
<td>3.681</td>
<td>4.789</td>
<td>5.526</td>
<td>6.586</td>
<td>10.000</td>
</tr>
<tr>
<td>0.2</td>
<td>1.143</td>
<td>1.308</td>
<td>1.500</td>
<td>1.727</td>
<td>2.000</td>
<td>2.333</td>
<td>2.750</td>
<td>3.286</td>
<td>3.970</td>
<td>4.400</td>
<td>5.000</td>
</tr>
<tr>
<td>0.25</td>
<td>1.128</td>
<td>1.273</td>
<td>1.439</td>
<td>1.632</td>
<td>1.857</td>
<td>2.125</td>
<td>2.448</td>
<td>2.846</td>
<td>3.438</td>
<td>4.000</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>1.114</td>
<td>1.241</td>
<td>1.385</td>
<td>1.549</td>
<td>1.737</td>
<td>1.955</td>
<td>2.210</td>
<td>2.514</td>
<td>2.881</td>
<td>3.333</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1.090</td>
<td>1.388</td>
<td>1.295</td>
<td>1.414</td>
<td>1.545</td>
<td>1.692</td>
<td>1.857</td>
<td>2.043</td>
<td>2.256</td>
<td>2.500</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.069</td>
<td>1.143</td>
<td>1.222</td>
<td>1.308</td>
<td>1.400</td>
<td>1.500</td>
<td>1.609</td>
<td>1.727</td>
<td>1.857</td>
<td>2.000</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.051</td>
<td>1.105</td>
<td>1.162</td>
<td>1.222</td>
<td>1.286</td>
<td>1.353</td>
<td>1.424</td>
<td>1.500</td>
<td>1.581</td>
<td>1.667</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>1.036</td>
<td>1.073</td>
<td>1.112</td>
<td>1.152</td>
<td>1.194</td>
<td>1.257</td>
<td>1.282</td>
<td>1.329</td>
<td>1.378</td>
<td>1.429</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>1.029</td>
<td>1.059</td>
<td>1.090</td>
<td>1.121</td>
<td>1.154</td>
<td>1.188</td>
<td>1.222</td>
<td>1.258</td>
<td>1.295</td>
<td>1.333</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.022</td>
<td>1.045</td>
<td>1.069</td>
<td>1.093</td>
<td>1.118</td>
<td>1.143</td>
<td>1.169</td>
<td>1.195</td>
<td>1.222</td>
<td>1.250</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>1.011</td>
<td>1.021</td>
<td>1.032</td>
<td>1.043</td>
<td>1.054</td>
<td>1.065</td>
<td>1.077</td>
<td>1.088</td>
<td>1.099</td>
<td>1.111</td>
<td></td>
</tr>
</tbody>
</table>
A bubble shape factor can be defined as the ratio of the hydraulic diameter to the net (i.e., porous and permeable) height, that is:

\[
\frac{D_h}{H} = 2R_h = 2 \sqrt{\frac{V_{mg}}{\pi \phi H^2}}
\]  \hspace{1cm} (10)

Considering the above stored volume, an aquifer net height value equal to 25 m and an average porosity of 20%, one determines a hydraulic diameter close to 500 m, corresponding to a hydraulic bubble shape factor equal to 20. That is, the deep aquifer heat stores under consideration herein have a lateral extension of several hundred meters and are fairly flat as long as the net aquifer thickness does not exceed a few tens meters. However, that conclusion has to be moderated in the sense that the thermal bubble size is less than the hydraulic bubble size because of thermal exchanges taking place between the fluid and the solid rock, as discussed in the following.

### 3.2 Reservoir Heat Losses

Heat losses within the aquifer originate from multiple reasons, including multi-scale conduction phenomena and transport-induced heat dispersion.

**Heat dispersion** may be caused by:

- a natural hydro-dynamism,
- density and viscosity differences between injected and in-situ fluids, leading to thermal segregation and/or fluid flow instabilities,
- but also, very often, by reservoir heterogeneities in terms of permeability.

Obviously, heat dispersion influences the subsequent role played by conduction on temperature or energy distribution within the reservoir. Reservoir permeability heterogeneity is particularly concerned in this respect.

Actually, *conduction* phenomena occur at different scales:

- at a local scale between the injected fluid and the reservoir constitutive solid medium,
- at the reservoir scale across reservoir bottom and top boundaries: such heat losses result in a non-uniform temperature profile within the store from the wellbore to the thermally-unperturbed surrounding area, as described later on, and,
- at an intermediate scale depending on the reservoir internal structure, between the permeable reservoir zones and embedded impermeable bodies or layers.

#### 3.2.1 Natural Hydrodynamism

If significant, that phenomenon causes a directional migration of the thermal bubble with elapsed time. That phenomenon has to be carefully assessed for small-size low-depth heat storages. As far as deep aquifers are concerned and stored volumes are large, the impact of bubble migration during a storage season remains limited. Indeed, the hydrodynamism of aquifers is reduced with increasing depth, thus resulting in a small migration distance that is still reduced in relative value if bubble size is increased. Considering 1 bar per kilometer (hydraulic height of 10 m per km) as a realistic value of that natural gradient, one infers that the fluid displacement in a 1 Darcy-permeability aquifer is 6 m (for a brine viscosity taken at 0.5 cp), that is in the order of one percent of the hydraulic bubble diameter estimated before. Even considering the smaller diameter of the thermal bubble (as introduced later on), the conclusion of a minor impact of natural hydro-dynamism should remain valid for most deep saline aquifer stores.
3.2.2 Thermal Segregation and Convection

These phenomena may play a role in homogeneous, thick and permeable reservoirs. However, the deep aquifers considered herein have quite often been subjected to a significant diagenesis that tends to emphasize heterogeneities and permeability contrasts within the reservoir. Such heterogeneities actually reduce the effective thickness over which these phenomena can take place. Hence, segregation and convection should be minimal for a good number of deep aquifers, especially carbonated aquifers that are prone to diagenesis and fracturing.

Therefore, we will focus on conduction phenomena. In the following, we will assume the initial reservoir temperature is less than the stored fluid temperature.

3.2.3 Local-Scale Conduction: Thermostatic Equilibrium and Thermal Bubble

When hot water is injected in a porous aquifer, an immediate thermal equilibrium establishes between the injected hot water and the rock solid grains, because the characteristic grain size of such porous media lies in the infra-millimetre range. The injected water thermal energy is shared between that injected water and the solid skeleton.

Assuming that local rock-solid thermostatic equilibrium alone and ignoring conduction losses across aquifer limits and heterogeneities, the following energy balance between the injected water heat and the heated porous reservoir volume can then be written at any time of injection:

\[ V_{\text{inj}} \rho_w c_{pw} (T_{\text{inj}} - T_{\text{res}}) = \pi \cdot R_{th}^2 \cdot H \cdot \left[ \phi \cdot \rho_w c_{pw} + (1 - \phi) \cdot \rho_s c_{ps} \right] (T_{\text{inj}} - T_{\text{res}}) \]  

(11)

with \( V_{\text{inj}} \) the injected water volume at temperature \( T_{\text{inj}} \), \( T_{\text{res}} \) the initial reservoir temperature, \( \rho_w \) and \( \rho_s \) the densities of the stored water and of the rock grains, \( c_{pw} \) and \( c_{ps} \), their respective calorific capacities per mass unit. \( R_{th} \) is the “thermal” radius of the heated reservoir area, also denoted as the “thermal bubble” (Fig. 6).

\( R_{th} \) is equal to:

\[ R_{th} = \sqrt{\frac{V_{\text{inj}}}{\pi \cdot H \cdot \phi \cdot \rho_w c_{pw} + (1 - \phi) \cdot \rho_s c_{ps}}} \]  

(12)

Taking into account that \( R_h = \sqrt{\frac{V_{\text{inj}}}{\phi \cdot \pi \cdot H}} \), one infers that:

\[ R_{th} = R_h \cdot \left( \frac{\phi \cdot \rho_w c_{pw}}{\phi \cdot \rho_w c_{pw} + (1 - \phi) \cdot \rho_s c_{ps}} \right) \]  

(13)

In the ring \([R_{th}, R_h]\) delimited by the thermal and hydraulic radii, the temperature of the injected fluid equals the initial reservoir temperature because its heat has been taken up by the solid rock in the upstream thermal bubble.

Considering again a porosity of 20% and \((\rho_w, \rho_s, c_{pw}, c_{ps})\) values of \((1 \text{~g/cm}^3, 2.7 \text{~g/cm}^3, 4.18 \text{~J/(g.°C)}, 0.84 \text{~J/(g.°C)})\), \( R_{th} \) is equal to 0.56 \( R_h \). For the example considered above, \( R_h \) and \( R_{th} \) are respectively close to 250 and 140 m. For aquifer porosities ranging from 5% to 40%, the thermal radius varies between 30% and 74% of the hydraulic radius. The shape factor of the thermal bubble ranges from one third to three quarters of the swept volume shape factor, which still corresponds to a fairly-flat cylinder for million-plus stored volumes in sedimentary aquifers.

To summarize, considering hot water storage through a vertical well in a fairly-thin aquifer layer, a thermal bubble at temperature \( T_{\text{inj}} \) gradually extends from the wellbore to the maximal thermal bubble radius, beyond which the fluid-bearing rock remains at the initial reservoir temperature \( T_{\text{res}} \).

In reality, because of conduction across reservoir boundaries, a smooth temperature profile actually establishes within the aquifer instead of a steep thermal front, as illustrated in the next sub-section. Therefore, the above estimated value of the thermal bubble radius is only an order of magnitude of the thermally-affected area without any presumption of its thermal quality. In addition, the presence of interspersed impermeable bodies may lead to a flow-controlled dispersion of heat within the reservoir, as also discussed later on in this paper.

3.2.4 Conduction Across Upper and Lower Boundaries

When hot water is injected into a reservoir layer, heat conduction takes place across the bottom and top boundaries of that permeable layer at the same time as the injected hot fluid propagates into the heart of the reservoir (Fig. 6). A non uniform radial profile of temperature results from the superposition of these transport and conduction phenomena. A solution of that problem was derived by Lauwerier (1955) and applied by Butler (1991) for the study of thermal oil recovery processes. Results in radial flow conditions are presented and discussed hereafter for a first storage cycle, which involves the following initial and boundary temperature conditions:

- \( T(z,0) = T_{\text{res}} \) within the aquifer \((-H/2 < z < +H/2)\),
- \( T(z,0) = T_{\text{bg}} = T_{\text{res}} \) in the infinite background \((z < -H/2 \text{ and } z > +H/2)\); \( T_{\text{bg}} \) is varying with depth according to the geothermal gradient, but can be considered as fixed and equal to the initial reservoir temperature \( T_{\text{res}} \) (herein 60°C) in the immediate environment of a fairly-thin (10-100 m) aquifer,
- Hot water at \( T_{\text{inj}} \) (herein 90°C) is injected into the aquifer at a constant rate, \( Q_{\text{inj}} \) from initial time onwards.

The radial temperature profiles after 180 days of injection of the hot fluid are shown in Figure 7, for different reservoir heights, of 5, 10, 25 and 100 metres. Thermal properties of the reservoir and the neighbouring geological formations are assumed equal.
Temperature versus distance from wellbore after 180 days of constant-rate injection of a hot fluid \( (Q_{\text{inj}}) = 300 \text{ m}^3/\text{h} \) for different values of the reservoir thickness \( H \). Reservoir temperature \( T(r,t) \) is calculated as a function of the elapsed time \( t \) and the distance \( r \) from injection wellbore, as:

\[
T(r,t) = T_{\text{res}} + \left( T_{\text{inj}} - T_{\text{res}} \right) \text{erfc} \left( \frac{x_D}{2} \right),
\]

where:

\[
X = \frac{x_D}{2} \left[ \frac{1}{H^2} \frac{1}{t_D} \right]^{1/2},
\]

with:

\[
x_D = 4\lambda_{bg} \pi r^2 / (H \rho_{\text{sat}} c_{\text{sat}} Q_{\text{inj}}),
\]

\[
\lambda_{bg} \text{ the conductivity of the upper and lower background layers (herein, 3 W/(m.°C)),}
\]

\[
t_D = 4\lambda_{bg} / (H^2 \rho_{\text{sat}} c_{\text{sat}})
\]

\[
\rho_{\text{sat}}, c_{\text{sat}} \text{ the heat volumetric capacity of the saturated aquifer rock (herein 2.65 MJ/(m}^3.\text{°C))},
\]

\[
r \theta \text{ the ratio between the volumetric heat capacity of the aquifer and the one of the upper and lower confining layers (0 is taken equal to 1 herein)}
\]

\[
\text{erfc} \text{ the complementary error function.}
\]

These temperature profiles can be integrated in order to determine the thermal losses resulting from conduction across reservoir upper/lower boundaries. Results are shown in Table 3. The theoretical thermal front position, \( R_{th} \), that is computed from Equation (12) ignoring any heat losses across aquifer upper/lower boundaries, is also reported. That theoretical front appears to stand a little bit ahead of the very smooth temperature profiles of thin aquifers (Fig. 7) because the stored heat is quasi completely lost by conduction through the surrounding layers after travelling 6 months into such aquifers.

<table>
<thead>
<tr>
<th>Reservoir thickness (m)</th>
<th>5(*)</th>
<th>5</th>
<th>10</th>
<th>25</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat loss (% of total stored heat)</td>
<td>48.5(*)</td>
<td>57.5</td>
<td>37.3</td>
<td>20.0</td>
<td>7.1</td>
</tr>
<tr>
<td>Theoretical thermal radius ( R_{th} ) (m)</td>
<td>255(*)</td>
<td>361</td>
<td>255</td>
<td>162</td>
<td>81</td>
</tr>
</tbody>
</table>

Figure 7 and Table 3 indicate that:

- for an aquifer thickness value of 25 m for instance, conduction losses are of 20% of the stored heat after 180 days of injection. Assuming a total restitution of that stored heat during the immediately-starting unloading period, a heat recovery of 80% can be estimated. That assumption of no conduction exchanges during the unloading period is fairly conservative hence acceptable compared to the loading.
The reason is that, on its travel back to the wellbore, the pumped hot fluid is set in contact with reservoir limits that are all the hotter as it gets closer to the wellbore; for an aquifer thickness decreasing from 100 m to 5 m, conduction losses increase from 7.1% to 57.5% of the stored heat. 10 m may be considered as an order of magnitude of the minimum aquifer thickness below which conduction losses across boundaries become prohibitive, at least for the first storage period. On the opposite, massive aquifers, around 100 m-thick in the example under consideration, constitute optimal reservoirs for heat storage, with conduction heat losses representing less than 10% of the stored energy. One notes that in such aquifers the thermal bubble has a shape factor that is close to unity, i.e. \( D_{th} = 162 \text{ m} \);

- for a given aquifer thickness, conduction losses show little sensitivity to the rock porosity because the saturated-rock heat capacity is not very sensitive to the rock porosity. That is, the thermal bubble radius is not much changed by a porosity modification, contrary to the hydraulic radius;
- a reduction of the storage duration does not efficiently compensate poor reservoir characteristics: for instance, considering a 5 m-thick reservoir, consecutive loading and unloading periods reduced to 3 months each instead of 6 months reduce losses but of much less than half (heat losses decrease from 57.5 to 48.5%, i.e. by only 15% in relative value).

The above observations and estimations concern the first storage cycle. At the end of that first injection, the amount of heat lost across boundaries is all the higher as the contact duration with the hot fluid has been longer, i.e. all the higher as the distance from injection well is lower. During the subsequent unloading period, a fraction of that lost heat may be recovered by “reverse” conduction, but to a limited extent because the cold fluid pumped from distant reservoir regions contacts heated reservoir boundaries but for time durations that are all the shorter as it gets closer to the wellbore.

The same phenomena are re-iterated during the subsequent loading/unloading cycles but with a lower amplitude than during the first cycle because of decreased temperature gradients across aquifer boundaries. Eventually, the succession of cycles contributes to create and maintain a heated environment for the thermal storage resulting in higher heat recovery efficiencies. Numerical simulations of loading and unloading cycles are required to quantify that temperature distribution. Analytical solutions can only provide an estimate of the thermal evolution of the aquifer taken as a whole.

### 3.2.5 Conduction-Dispersion Losses as the Result of Internal Aquifer Heterogeneities

The presence of embedded impermeable bodies in the aquifer affects the thermal behaviour of the storage. Depending on the size or thickness of these impermeable bodies or layers, their thermal equilibrium with the flooded reservoir background will be more or less delayed (Fig. 8).
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**Figure 8**
Illustration of thermal exchanges taking place within the aquifer storage in the presence of embedded impermeable layers (loading period of the first cycle).
In order to give an order of magnitude of this phenomenon, we will consider an impermeable layer embedded in the middle of a thick aquifer. We assume the radial propagation of a thermal front of fixed temperature from a wellbore where a hot fluid is injected at a constant flow rate. The impermeable layer boundaries are then subjected to a sudden temperature increment at a time depending on its distance from the wellbore. The resulting evolution of the average temperature within the layer can be estimated by an exponential approximation (Lim and Aziz, 1995) of the solution to that conduction problem (Carslaw and Jaeger, 1959). Results are given in Figure 9 after a storage period of 180 days, with the average temperature of the embedded layer shown as a function of the distance from wellbore, for different layer-thickness values. The main following observations can be made:

– at the end of a storage period of 180 days at 300 m³/h, non-conductive layers more than 2 or several metres in thickness remain below the injection fluid temperature far from wellbore. This means that at the end of the storage period, the area of the thermal bubble will be larger than that of a uniformly-heated homogeneous reservoir of the same overall thickness;

– moreover, after injection is stopped, the rock material of these embedded layers will continue to be reheated by the stored fluid. That is, the stored fluid will be somewhat cooled, leading to lower production temperatures during the subsequent unloading period than in the homogeneous reservoir case;

– however, if the smallest characteristic size of an embedded heterogeneity is low enough, i.e. in the order of one meter or less, then it is quasi-instantaneously heated up to the stored fluid temperature so that it behaves as a heat accumulator for the reservoir considered as a whole. One may then infer the following for the purpose of aquifer selection:

– the presence of small-size impermeable heterogeneities (with a less-than-meter smallest dimension) is not detrimental to the recovery efficiency of the heat storage, since thermal equilibrium with the injected fluid is established over time durations that are negligible compared to the duration of a loading/unloading period. The presence of multiple thin intercalations may even be beneficial because increasing the gross thickness of the aquifer reduces the relative impact of thermal losses across upper and lower aquifer boundaries.
boundaries while keeping the thermal quality of the recovered heat during the unloading period. Furthermore, the presence of thin low-permeability/tight intercalations within the reservoir annihilates the risk of thermal convection phenomena that exists within thick and permeable aquifers;

– on the contrary, aquifers embedding thick heterogeneities (more than one or several meters in their smallest dimension) are not at thermal equilibrium at the end of the loading period. Hence, their apparent thermal bubble radius is increased but the temperature of the subsequently-recovered fluid starts decreasing sooner and to lower levels than for an equivalent massive reservoir of the same overall thickness.

In summary, small-size impermeable heterogeneities act like a heat accumulator for the aquifer store making it more massive and compact, whereas large/thick heterogeneities reduce the thermal performance of the store.

3.2.6 Conclusion for the Selection and Assessment of an Aquifer

Previous technical discussions on the various origins for thermal losses lead to the following criteria for selecting a deep saline aquifer for heat storage purposes:

– the aquifer should have a sufficient overall thickness to minimize energy losses across its upper and lower boundaries, keeping in mind that such losses show the largest impact during the first storage cycle when the reservoir background has not yet been heated at all by the stored fluid;

– thick (metric or more than metric) impermeable bodies or layers should be absent within the reservoir, in order to preserve a good thermal quality of the unloaded fluid;

– however, the presence of disseminated thin impermeable intercalations may be considered as a favourable criterion as they make thermal bubbles more compact (with a low gross shape factor $\frac{L}{H}$) while avoiding the onset of convection phenomena;

– in addition to the above geological features, the aquifer under consideration for heat storage purpose must have a permeability-thickness product that does not restrict the loading/unloading rates to a level below which the impact of transport losses becomes significant, as stated hereafter.

3.3 Transport Losses

Transport losses include all heat losses taking place on each of the two loops linking well bottom-hole and surface exchangers.

In a first approximation, the upstream-downstream temperature drop, $\Delta T = (T_{up} - T_{down})$, of the aqueous fluid circulating at a flow rate $q_w$ in a pipe of curvilinear length $L$ and characterized by a global transfer coefficient $A$, can be approximated as:

$$
\Delta T = \frac{AL}{\rho_w c_{pw} q_w} (T_{up} - T_{env})
$$

where $T_{up}$ and $T_{down}$ are respectively the upstream and the downstream fluid temperatures, and $T_{env}$ is the temperature of the environment (atmosphere or soil) surrounding the pipe.

Fluid travel lengths are the elementary aerial or/and buried distances linking the heat network or the heat source and the bottom-hole of aquifer storage wells. The location and depth of favourable aquifer sites with respect to the heat production and consumption points then determines the values of these lengths.

Further pipe insulation may minimize the global transfer coefficient, $A$.

Therefore, for given thermal conditions of the source, the reservoir, the heat network and the fluid travel environments, the only remaining variable is the injection/production flow rate. Provided that installations, including conduits and exchangers, are properly sized, increasing the storage flow rate minimizes thermal transport losses. That is, as far as single and massive source and consumption points are concerned, the highest thermal recovery efficiency is obtained for maximum flow rates via a minimized number of wells. That situation also minimizes the capital expenditure.

However, the deliverability of the reservoir is often a limiting factor for the well flow rate. At that point, the question of choice of an optimal well geometry may be raised. A deviated trajectory improves the productivity/injectivity to a limited extent, depending on the deviation angle and the vertical-to-horizontal permeability anisotropy. A horizontal trajectory may be considered, but only for fairly massive and vertically-homogeneous reservoirs; that option may then appear as risky if aquifer heterogeneities have not been carefully characterized.

Therefore, taking into account these geological risks as well as drilling overcosts, a deviated well trajectory appears as the best compromise, inasmuch as that option maximizes the interception of various aquifer conductive layers. For fairly-deep (more than 1 km) aquifers, deviated wells may also reach independent heat bubbles from nearby wellheads.

Maintaining the productivity/injectivity of wells over many annual storage cycles probably constitutes the main challenge of an Aquifer Thermal Energy Storage project. Indeed, temperature changes undergone by the aquifer during loading and unloading periods may alter the rock-fluid geochemical equilibrium and induce precipitation/dissolution phenomena. Moreover, temperature changes in combination with fluid-property change or contaminants (oxygen, corrosion products released by conduits, well tubing and casing, etc.) may favour a biologic activity that may enhance corrosion phenomena. Therefore, the possible occurrence of such phenomena has to be carefully considered before...
implementing an ATES. The risks of equipment degradation and reservoir performance loss with time may then be minimized through the choice of proper materials and through the design of a permanent surveillance programme, including preventive operations or maintenance.

Actually, a significant drop of well performance turns out very rapidly into a non-economic situation for the heat store project. An increased pressure drop firstly increases the electricity consumption of the pumps, then beyond a certain limit, pumping rates can no more be sustained and heat losses start increasing. That is, well performance decline results in both a lower amount and a lower thermal quality of the recovered heat.

CONCLUSION: DEEP SALINE AQUIFER SELECTION CRITERIA FOR HEAT STORAGE PURPOSES

Deep saline aquifers are not subjected to so-restrictive usage conditions as low-depth fresh/potable water aquifers are. Any kind of exploitation may even be prohibited for strategic aquifers considered as future or spare potable water resources. Therefore, deep saline aquifers may appear as the preferred option for implementing an ATES project.

However, the economic viability of such a project has to be proved, which goes through a careful assessment of the heat recovery efficiency of the aquifer storage and of project costs.

First of all, the need to resort to an ATES solution to optimize energy use has to be appreciated from a quantification of the present and future misfit between available heat sources and consumption. That seasonal misfit determines the project size in terms of brine stored volume and transfer rate to or from the aquifer storage.

The qualification of an aquifer as a possible candidate for storage must then be undertaken on the basis of the estimation of its thermal recovery performance. The overall parameter review presented herein revealed the necessity of collecting and integrating any available data characterizing the geometry and internal (heterogeneous) structure of the aquifer as well as its dynamic behaviour. All geological and petrophysical parameters leading to a compact-shape thermal bubble were shown to maximize the performance of the storage in terms of recovered energy and temperature, including a large thickness and the presence of small-scale heterogeneities acting as “fast-response heat accumulators”. A very high deliverability is also a determinant factor of energetic performance as high well rates minimize heat losses in conduits. Numerical simulations of storage cycles are recommended to perform sensitivity studies to uncertain aquifer characteristics, and to determine the possible range of aquifer recovery performance values and their evolution with cycling.

Finally, storage benefits in terms of saved/valorised heat have to be confronted to involved costs, among which capital expenditure linked to wells represents a major contribution. That confrontation, i.e. economic viability assessment, determines the final decision of implementing the ATES project.

Considering that well costs increase more than linearly with depth whereas heat losses tend to decrease linearly with depth (due to a roughly-constant geothermal gradient), a general aquifer selection criterion for ATES application would lie in a depth compromise that minimizes capital expenditure below the strategic fresh-water aquifers limit while satisfying optimal reservoir characteristics that maximize the heat recovery performance.
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